WebAssembly and JavaScript Challenge: Numerical program performance using modern browser technologies and devices


David Herrera, Hanfeng Chen, Erick Lavoie and Laurie Hendren

March 14, 2018
Contents

1 Introduction 3

2 Background and Related Work 4
   2.1 JavaScript .......................................................... 5
   2.2 WebAssembly ....................................................... 5
   2.3 Mobile and IoT Devices ......................................... 5

3 Methodology 6
   3.1 Representative Devices ........................................ 6
   3.2 Browsers and Execution Engines ............................. 7
   3.3 Choice of Benchmarks ........................................... 8
   3.4 Benchmark Execution and Timing ............................. 9

4 RQ1: Old versus New JavaScript Engines 11

5 RQ2: JavaScript versus WebAssembly 13
   5.1 WebAssembly versus C ......................................... 13
   5.2 WebAssembly versus JavaScript .............................. 14

6 RQ3: Portable versus Vendor-specific Browsers 15
   6.1 Safari Browser .................................................... 16
   6.2 Microsoft Edge Browser ....................................... 17
   6.3 Samsung Internet Browser ...................................... 17
   6.4 Google Chrome OS Browser .................................... 17
   6.5 Performance Issue - Samsung Internet Browser .......... 17

7 RQ4: Server-side Node.js versus Client-side Browsers 18
   7.1 Node.js versus C ............................................... 19
   7.2 Node.js versus Browsers ....................................... 20

8 RQ5: Best Performers 20

9 Conclusions and Future Work 21
List of Figures

1. Environment architecture used by Wu-Wei to record the data from each browser. 10
2. JavaScript Performance of the MacBook Pro 2013 laptop against native C, using the old and current versions for Chrome and Firefox. 12
3. JavaScript Performance of Ubuntu Workstation against native C, using the old and current versions for Chrome and Firefox. 12
4. WebAssembly performance relative to C on the MacBookPro 2013. 13
5. WebAssembly performance relative to C on the different platforms. 14
6. WebAssembly performance relative to JavaScript on the different platforms. 15
7. Performance of browsers relative to proprietary respective browsers. 16
8. The core code in the JavaScript implementation of lavamd. 18
9. Performance of Node.js in different workstations relative to C. 19

List of Tables

1. Devices with short names and basic configurations for the Ostrich experiments. 7
2. The list of environments for experiments on devices. 8
3. Ostrich benchmarks. 9
4. Geometric means of speedups for Firefox 57 and Chrome 63 relative to the Samsung Internet Browser on the two Samsung devices. 17
5. Performance results for two versions of lavamd. 18
6. Browser speedup performance relative to their respective WebAssembly and JavaScript Node.js versions for each device. 20
7. Device performance across environments using the native C raspberry pi implementation as baseline for geometric means. 21
Abstract

Recent advances in execution environments for JavaScript and WebAssembly that run on a broad range of devices, from workstations to IoT devices, provides new opportunities for portable and web-based numerical computing. The aim of this paper is to evaluate the current state of the art through a comprehensive experiment using the Ostrich benchmark suite, a collection of numerical programs representing the numerical dwarf categories. Five research questions evaluate the improvement of JavaScript-based browser engines, the relative performance of JavaScript and WebAssembly, the relative performance of portable versus vendor-specific browsers, the relative performance of server-side versus client-side JavaScript/WebAssembly, and an overall comparison to find the best performing browser/language and the best performing device.

1 Introduction

Computation via web-browsers is becoming increasingly more attractive. Web-based computations provide a simple and portable way for developers to distribute their applications. Further, the proliferation of browser-enabled devices containing sophisticated execution engines provides enormous computation capacity including devices of all sizes, from workstations and laptops to mobile phones and Internet-of-Things (IoT) devices. The research questions addressed in this paper focus on evaluating the performance of numerical computations using modern JavaScript and WebAssembly engines on a wide variety of web-enabled devices.

Previous work, circa 2014, showed that browser-based execution engines, when executing JavaScript and using the best technologies of the time, had execution times within factor of 1.5 to 2 of the performance of native C [32]. Further, at that time, two notable performance enablers were demonstrated: (1) the use of JavaScript typed arrays [6]; and (2) the use of asm.js [2]. These experiments were performed on workstations and laptops, and used the Ostrich benchmark set that is composed of 12 numerical benchmarks [20], each representing one of the computational dwarf categories [15, 16, 21]. The 2014 study demonstrated that web-based numerical computing was becoming very attractive, which subsequently inspired other projects including: (1) MatJuice: a translator from MATLAB to JavaScript [22, 23], (2) MLitB: machine learning in the browser [35], (3) Pando: a web-based volunteer computing platform [33], (4) SOCRAT: a web architecture for visual analytics [30], and (5) CHIPS: a system for cloud-based medical data [37]. These are just representative uses of web-based numerical computing, there are many other web-based applications which perform core scientific computations including those in the areas of machine learning, data visualization, big data analytics, simulation, and much more.

Since 2014 there have been many important advances in both web-based execution engines and a substantial increase in the computational power of mobile and IoT devices. On the software side, the Just-In-Time (JIT) compilers in Chrome and Firefox continue to evolve, and new browsers with JITs, such as Samsung’s Internet Browser, and Microsoft’s Edge have appeared. Furthermore, the invention and adoption WebAssembly has provided a new common program representation very suited to optimized numerical computing. On the hardware side, tablets and phones have become increasingly powerful computing devices, even IoT devices now have non-trivial computational power. Thus, we believe that this is a good time to examine the current state of web-based numerical computing by examining a wide variety of browser engines/technologies and a wide variety of devices. We base our experiments on the Ostrich benchmark set, and we seek to answer five major research questions.
RQ1 - Old versus New JavaScript engines: Since the 2014 study, Chrome and Firefox, the two browsers that showed the best performance on the Ostrich benchmarks, have continued to evolve. Thus our first research question examines how much the JavaScript engines in those browsers have improved, using typical workstations and laptop architectures (similar to the types of architectures used in the 2014 study).

RQ2 - JavaScript versus WebAssembly: Despite the best efforts of compiler researchers and developers to provide good performance for JavaScript, the dynamic nature of JavaScript makes it inherently difficult to achieve the same performance as in a statically-typed language like C. WebAssembly, a new typed intermediate representation for programs executing on web browsers, provides many more opportunities for optimizations [27]. Thus our second research question looks at the relative execution speeds of JavaScript and WebAssembly. Starting with this research question, we also broaden our experiments to include mobile and IoT devices. This reflects the reality that modern mobile and IoT devices provide substantial computational power and that browser providers are optimizing for such devices.

RQ3 - Portable versus Vendor-specific browsers: In addition to browsers such as Chrome and Firefox, which are supported across a wide range of devices and operating systems, two vendor-specific browsers have recently been introduced: (1) the Samsung Internet browser for Samsung devices (and other android devices), and (2) the Microsoft Edge browser for Windows 10. Given that the vendor-specific browsers have specific targets, it is plausible that they might show better performance than the portable browsers. Thus, our third research question examines whether the vendor-specific browsers achieve better performance than the portable browsers when used on their targeted system.

RQ4 - Server-side Node.js versus client-side browsers: JavaScript and WebAssembly are not only used on the client-side, within browsers, they may also be used on the server side, in the form of Node.js. Our fourth research question examines the relative performance of server-side Node.js versus client-side JavaScript and WebAssembly, for those architectures that support both.

RQ5 - Overall Best Performers: The final research question aims to provide an overall performance summary based on all of the experiments performed for research questions RQ2 through RQ4. For our benchmark set, which are the best performing browsers, and for all browsers which are the best performing devices?

This paper is structured as follows. Sec. 2 provides the background and related work and Sec. 3 describes the methodology we used for our experiments. Sections 4 through 8 give the relevant experimental results and discussion for each of the five research questions. Finally, Sec. 9 provides the conclusion and discussion of future work.

2 Background and Related Work

The web began as a simple document exchange network mainly meant to share static files, by historical accident, JavaScript was the only natively supported language on the web [39] and from its inception, JavaScript was meant as a simple interpreted language designed for non-professional programmers. The introduction of the AJAX technology provided the web with dynamic content and caused JavaScript to be an essential part of application development.
2.1 JavaScript

Since the browser wars in 2008 [36], both main browser vendors, and the developer community took on the challenge to make JavaScript and web applications, scalable, standardized, and fast. Efficiency was brought with the introduction of the JavaScript Engines and their JIT compilers [24, 14]. Moreover, the ECMAScript standard [11] along with other big projects such as the babel compiler project [17], have come together to bring standardization to the web. Over the past few years we have observed the growing dominance of web applications with an increasing number of devices supporting web technologies and ranging from smartphones and desktops, to IoT devices. As of today, the peak performance of the best JavaScript engines are within 1.5 to 2 factors of native C [32]. However, despite current and past efforts to improve JavaScript, the maturation of web platforms have given rise to increasingly more intensive computations. JavaScript as the only built-in language of the web is not well-equipped to handle this increasing demand, with the language also presenting a challenge as a compilation target to other high level languages due to its dynamically typed nature.

2.2 WebAssembly

WebAssembly [27] is a new portable binary code format, that in addition to maintaining the secured, isolated, model the web provides, brings near-native speeds to the web and serves as a more appropriate compilation target for typed languages such as C and C++. It thus opens the doors to a variety of different languages and closes the gap in performance allowing applications that were previously hard to port to the web. Currently, the Emscripten toolkit [45] provides a framework for compiling C and C++ to WebAssembly along with an embedded execution environment for WebAssembly in JavaScript which exposes the C and C++ functions to the JavaScript run-time.

WebAssembly was built as an abstraction on top of the main hardware architectures providing a format which is language, hardware, and platform independent [8]. The low-level nature of the language should offer many opportunities for optimizations that would benefit numerical computations, at the time of writing, fixed-width SIMD feature, and parallelism via threads are in the in-progress stage for WebAssembly [3]. Furthermore, WebAssembly supports different integer types and single precision floating-points, which are not currently supported by JavaScript.

2.3 Mobile and IoT Devices

The increasing power of mobile devices provides a platform for sophisticated numerical computing. Indeed, this computing power can be used to ensure the privacy of personal data through efficient and effective encryption and to provide the power to support numerically-intense security check algorithms such as the 3D face recognition recently introduced on the iPhone [29]. In general, the need for the protection privacy of personal data and the rising importance of machine learning models, numerical web computations hosted at the host environment are becoming increasingly important [40].

The Internet of Things provides yet another challenge for numerical computing. As these small devices become more powerful and ubiquitous, there are many challenges for their effective and secure use [44].

Both mobile devices and IoT devices also provide internet-connected computing power that can be
used for big data computations, and thus provide a potential platform for distributed computations using cloud/fog computing \[18\], as well as providing potential devices to be used in volunteer computing platforms \[19, 33\].

3 Methodology

IoT devices, Node.js and the proliferation of smartphones have brought a wide range of environments and devices that support JavaScript and WebAssembly. Browser providers are now optimizing their engines based on these different environments, each of which, contains different hardware restrictions and characteristics. This presents a challenge to browser providers whereby the optimizing objective for their engines becomes a combination of memory and throughput. In low-memory devices such as single board computers and smartphones, prioritizing throughput over memory consumption may result in out-of-memory crashes and problems such as suspended tabs. In this regard the browser providers have responded to these needs by modifying their engines to fit the hardware requirements of different devices. The V8 engine team, for instance, has tuned the garbage collection heuristics to lower the memory consumption providing low-memory mode to their engine \[5\].

3.1 Representative Devices

To obtain a representative measurement of JavaScript and WebAssembly performance, there is a need to consider a range of devices. In this paper we quantify the performance of both WebAssembly and JavaScript for a wide variety of devices, ranging in size and computational power, as summarized in Table 1.

To evaluate desktop and laptop performance we have executed our experiments on three machines, namely, a MacBook Pro 2013 laptop (mbp2013), an ubuntu based desktop (ubuntu-deer), and a similar windows-based desktop (windows-bison). These machines allowed us to measure performance for the three major operating systems and also allow to include performance evaluations of the OS-specific Apple Safari and Microsoft Edge browsers.

For mobile devices we considered state-of-the-art tablets and smartphones. On the tablet front, or medium size devices, we have selected two of the most popular and powerful tablets currently in the market, i.e. the Samsung Tab S3 and the iPad Pro. Lastly, on the mobile front, we have chosen three popular consumer smartphones that are top of the line for three major smartphone providers, namely, the Samsung Galaxy S8, the Google Pixel 2, and the iPhone X. The inclusion of Samsung devices also allows us to evaluate the Samsung Internet Browser.

To represent IoT devices, we have selected the Raspberry Pi 3 model B (raspberry-pi), as a representative of the single-board computers and IoT devices. The Raspberry Pi allowed us to explore the performance of JavaScript, WebAssembly, and Node.js in a very low memory setting, and also provided a baseline to compare against as the lowest performing platform.

\[1\] The machine names mbp2013, ubuntu-deer and windows-bison, are used in our subsequent results, graphs, and tables.
Table 1: Devices with short names and basic configurations for the Ostrich experiments.

<table>
<thead>
<tr>
<th>Platform</th>
<th>Device</th>
<th>CPU</th>
<th>RAM</th>
<th>OS</th>
<th>GCC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Laptops &amp; Workstations</td>
<td>MacBook Pro 2013 (mbp-2013)</td>
<td>Intel Core i5 @ 2.4 GHz</td>
<td>8 GB</td>
<td>MacOS 10.13.1</td>
<td>LLVM-GCC 4.2.1</td>
</tr>
<tr>
<td></td>
<td>Ubuntu Workstation (ubuntu-deer)</td>
<td>Intel Core i7-3820 @ 3.60 GHz</td>
<td>16 GB</td>
<td>Ubuntu 16.04</td>
<td>GCC 5.4.0</td>
</tr>
<tr>
<td></td>
<td>Windows Workstation (windows-bison)</td>
<td>Intel Core i7-3820 @ 3.69 GHz</td>
<td>16 GB</td>
<td>Windows 10 Enterprise</td>
<td>Cygwin GCC 6.4.0</td>
</tr>
<tr>
<td>Single Board Computers</td>
<td>Raspberry Pi (raspberry-pi-3)</td>
<td>ARM Cortex A53 @ 1.20 GHz</td>
<td>1 GB</td>
<td>Linux</td>
<td>GCC 4.9.2</td>
</tr>
<tr>
<td></td>
<td>Apple iPad Pro (ipad-pro)</td>
<td>Apple Fusion @ 2.36 GHz</td>
<td>4 GB</td>
<td>OSX 11.0.3</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Samsung Tablet S3 (samsung-tab-s3)</td>
<td>Quad Core @ 1.6 - 2.15 GHz</td>
<td>4 GB</td>
<td>Android 8.0.0</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Samsung Galaxy S8 (samsung-s8)</td>
<td>Octa-core @ 1.70 - 2.30 GHz</td>
<td>4 GB</td>
<td>Android 8.0.0</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Google Pixel 2 (pixel2)</td>
<td>Qualcomm Snapdragon 835 @ 1.90 - 2.35 GHz</td>
<td>4 GB</td>
<td>Android 8.0.0</td>
<td>-</td>
</tr>
<tr>
<td></td>
<td>Apple iPhone X (iphone10)</td>
<td>Apple Fusion @ 2.36 GHz</td>
<td>4 GB</td>
<td>OSX 11.0.3</td>
<td>-</td>
</tr>
</tbody>
</table>

3.2 Browsers and Execution Engines

For each device we have experimented with many different execution engines, as summarized in Table 2.

To answer RQ1 we used versions of Firefox and Chrome that were available in 2014, as well as the most recent versions. To answer RQ2 through RQ5 we used the most recent browser-based JavaScript and WebAssembly engines, as well as server-side Node.js.

Portable browsers such as Firefox and Chrome were available for all the devices, whereas OS-specific browsers such as the Samsung and Microsoft browsers were available only on some of the devices.

2Our test machines all had very recent versions, although slightly different. For the final paper we will request upgrades to all machines to use exactly the same versions.
Table 2: The list of environments for experiments on devices.

<table>
<thead>
<tr>
<th>Environment</th>
<th>Version</th>
<th>JavaScript Engine Version</th>
<th>Devices</th>
</tr>
</thead>
<tbody>
<tr>
<td>Chrome63</td>
<td>V63.0.3239.84</td>
<td>V8 6.3.292.46</td>
<td>iphone10, samsung-s8, pixel2, ipad-pro, samsung-tab-s3, mbp2013, ubuntu-deer, windows-bison</td>
</tr>
<tr>
<td>Chromium38</td>
<td>V38.0.2125.0</td>
<td>V8 3.28.71.2</td>
<td>mbp2013, ubuntu-deer, windows-bison</td>
</tr>
<tr>
<td>Firefox57</td>
<td>V57.0.2</td>
<td>-</td>
<td>iphone10, samsung-s8, pixel2, ipad-pro, samsung-tab-s3, mbp2013, ubuntu-deer, windows-bison</td>
</tr>
<tr>
<td>Chromium56</td>
<td>V56.0.2923.84</td>
<td>-</td>
<td>raspberry-pi</td>
</tr>
<tr>
<td>Firefox39</td>
<td>V39.0</td>
<td>-</td>
<td>mbp2013, ubuntu-deer, windows-bison</td>
</tr>
<tr>
<td>Safari11</td>
<td>V11.0.1</td>
<td>-</td>
<td>iphone10, ipad-pro, mbp2013</td>
</tr>
<tr>
<td>Microsoft-Edge</td>
<td>V41.16299.15.0</td>
<td>-</td>
<td>windows-bison</td>
</tr>
<tr>
<td>Samsung-Internet</td>
<td>V6.2.01.12</td>
<td>-</td>
<td>samsung-s8, samsung-tab-s3</td>
</tr>
<tr>
<td>Node.js</td>
<td>V8.9.1</td>
<td>V8 6.1.534.47</td>
<td>mbp2013, ubuntu-deer</td>
</tr>
<tr>
<td></td>
<td>V8.9.3</td>
<td>V8 6.1.534.47</td>
<td>windows-bison</td>
</tr>
<tr>
<td></td>
<td>V9.3.0</td>
<td>V8 6.2.414.4</td>
<td>raspberry-pi</td>
</tr>
<tr>
<td>Native</td>
<td>LLVM-GCC 4.2.1</td>
<td>-</td>
<td>mbp2013</td>
</tr>
<tr>
<td></td>
<td>GCC 4.9.2</td>
<td>-</td>
<td>raspberry-pi</td>
</tr>
<tr>
<td></td>
<td>GCC 5.4.0</td>
<td>-</td>
<td>ubuntu-deer</td>
</tr>
<tr>
<td></td>
<td>GCC 6.4.0</td>
<td>-</td>
<td>windows-bison</td>
</tr>
</tbody>
</table>

3.3 Choice of Benchmarks

There are many benchmark suites available for JavaScript by both researchers [38] and browser vendors [9, 7, 10]. These benchmark suites however are not suited for the type of numerical computing typically used by scientist and engineers. To measure numerical performance of JavaScript and WebAssembly, instead, we have used the most recent version of Ostrich Benchmark Suite, which has been updated to work with the Wu-Wei benchmarking system [31]. This version of Ostrich also includes some improvements to the benchmarks which make better use of JavaScript programming idioms.

The Ostrich benchmarks were originally adapted from the Rodina [15] and Open Dwarf [13] suites, and they represent the 7 Dwarf categories in numerical computing identified by Colella [16]. Table 3 provides a summary of the benchmarks. Each benchmark contains C and JavaScript equivalent implementations. In order to experiment with WebAssembly performance we have used the C implementation and compiled from the unmodified C versions using the Emscripten [45] compiler. This allows us to quantify the performance of both JavaScript/WebAssembly against native C, with the consistency provided by having the equivalent implementations across languages. The version of the Emscripten compiler used to compile of the C benchmarks was 1.37.22.
Table 3: Ostrich benchmarks: provenance, description, and implementation details. Compared with the version of the benchmarks used in Khan et al. [32], = means the benchmark is the same, and ∼ indicates that the benchmark has been improved in the newer version used in this paper.

<table>
<thead>
<tr>
<th>Benchmark</th>
<th>Dwarf</th>
<th>Provenance</th>
<th>Description</th>
<th>C</th>
<th>JS</th>
</tr>
</thead>
<tbody>
<tr>
<td>back-prop</td>
<td>Unstructured</td>
<td>Rodinia</td>
<td>A machine-learning algorithm that trains the weights of connecting nodes on a layered neural network</td>
<td>=</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td>grid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>bfs</td>
<td>Graph traversal</td>
<td>Rodinia</td>
<td>A breadth-first search algorithm that assigns to each node of a randomly generated graph its distance from a source node</td>
<td>=</td>
<td>∼</td>
</tr>
<tr>
<td>crc</td>
<td>Combinatorial</td>
<td>OpenDwarfs</td>
<td>An error-detecting code which is designed to detect errors caused by network transmission or any other accidental error</td>
<td>=</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td>logic</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>fft</td>
<td>Spectral</td>
<td>OpenDwarfs</td>
<td>The Fast Fourier Transform (FFT) function is applied to a random data set</td>
<td>=</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td>methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>hmm</td>
<td>Graphical</td>
<td>OpenDwarfs</td>
<td>A forward-backward algorithm to find the unknown parameters of a hidden Markov model</td>
<td>=</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td>models</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lavamd</td>
<td>N-body</td>
<td>Rodinia</td>
<td>An algorithm to calculate particle potential and relocation due to mutual forces between particles within a large 3D space</td>
<td>=</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td>methods</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>lud</td>
<td>Dense linear</td>
<td>Rodinia</td>
<td>A LU decomposition is performed on a randomly-generated matrix</td>
<td>=</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td>algebra</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>nqueens</td>
<td>Branch and</td>
<td>OpenDwarfs</td>
<td>An algorithm to compute the number of ways to put down n queens on an n × n chess board where no queens are attacking each other</td>
<td>=</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td>bound</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>nw</td>
<td>Dynamic</td>
<td>Rodinia</td>
<td>An algorithm to compute the optimal alignment of two protein sequences</td>
<td>=</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td>programming</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>page-rank</td>
<td>Map reduce</td>
<td>Authors</td>
<td>The algorithm famously used by Google Search to measure the popularity of a web site</td>
<td>=</td>
<td>∼</td>
</tr>
<tr>
<td>spmv</td>
<td>Sparse linear</td>
<td>OpenDwarfs</td>
<td>An algorithm to multiply a randomly-generated sparse matrix with a randomly generated vector</td>
<td>=</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td>algebra</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>srad</td>
<td>Structured</td>
<td>Rodinia</td>
<td>A diffusion method for ultrasonic and radar imaging applications based on partial differential equations</td>
<td>=</td>
<td>∼</td>
</tr>
<tr>
<td></td>
<td>grid</td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

3.4 Benchmark Execution and Timing

To run and record the experiments we used the Wu-Wei benchmarking toolkit [31]. Wu-Wei allows us to simplify the gathering, organization, verification, automation, and replication of our experiments by providing a well-defined structure to perform the data gathering along different platforms, compilers, and environments. The toolkit also provides a verification mechanism for benchmark outputs.
Experiments on web browsers required us to extend the Wu-Wei toolkit. To run the code on different platforms/browsers, we developed a new Wu-Wei compatible environment. Fig. 1 presents the architecture we designed to record the data for a given device browser. At each benchmark iteration, Wu-Wei spawns a locally-hosted website and sends the request to Firebase, a real-time cloud based database. The request shares the browser name to be opened and the IP address of this locally-hosted site. The listening device will then spawn browser at that address which will communicate directly with the Wu-Wei host. To make this possible in mobile devices, we have also created a hybrid mobile application using web technologies and the Apache Cordova framework. The hybrid nature of the app caters to both Android and iOS with a single codebase.

To record the native C and Node.js benchmark execution time, a similar architecture and environment was used. A script that runs on the target platform listens to each request, and for each request, it downloads the files, compiles (if necessary) and runs in the appropriate environment. The communication from the platform however is performed completely via Firebase. In this fashion, using one machine to control the measurements to be taken, we avoid having code replication of the benchmark suite, and we keep a centralized, structured data collection.

In terms of the actual experiment, we ran each benchmark a total of 30 iterations as suggested by Georges et al., this allowed us to approximate the distribution of measurements as a Gaussian and obtain an appropriate standard deviation. Moreover, at each benchmark run, a new browser tab was spawned in order to avoid the cached JIT optimizations of the JavaScript engines. The time for each benchmark represents the main loop computation of a medium size input as defined by the Ostrich Benchmark Suite. The comparisons in the paper are done using speedups of a given benchmark implementation relative to other implementation/environment of the same benchmark. The error propagation for those speedups is given by Equation 1.

$$\Delta \left( \frac{a}{b} \right) = \left( \frac{a}{b} \right) \sqrt{\left( \frac{\Delta a}{a} \right)^2 + \left( \frac{\Delta b}{b} \right)^2}$$
Where \( a, b \) are the quantities we wish to compare and \( \Delta a, \Delta b \) are the errors of those quantities coming from measurement. Moreover, for the speedup calculations, we calculated the geometric mean for an specific environment and platform across all the benchmarks, and we used that as a comparison measure to other platforms.

### 4 RQ1: Old versus New JavaScript Engines

The development and improvement of JavaScript engines has continued, albeit with different objectives in mind. Due to the proliferation of smartphones and IoT devices, there have been changes in the benchmarks suites used to optimize these engines \[42\], the importance of optimizing throughput has been tempered by other optimizing factors such as initial page load time, memory and optimizing objectives provided by real websites. Moreover, the recent development of these engines have also seen a change of compiler infrastructure in the case of the V8 team \[41\] and the introduction of a brand new Mozilla Firefox Browser, Firefox Quantum \[34\].

With these changes in mind, in RQ1 we explore the numerical performance of Firefox and Chrome JavaScript engine versions from 2014, against the modern version of these browser engines. In the study of numerical performance in 2014 \[32\], the reported sequential JavaScript performance was competitive with the C version of the benchmarks to within a 1.5 to 2 factor. Therefore, an interesting question, is whether similar results can be achieved with the modern browsers, and more broadly, how have these engines evolved in the context of numerical computing since 2014.

Similar to the 2014 study, we used the Ostrich Benchmark Suite to evaluate numerical performance of these engines. We provide the speedups of JavaScript against the native C version of these benchmarks for two architectures, mbp2013 in Fig. 2 and ubuntu-deer in Fig. 3. In each case we experimented with four versions of the browsers, namely, Chromium 38, Firefox 39, Chrome 63 and Firefox 57. In each graph, the right-most group of bars exhibits the geometric mean and is meant to represent the overall performance for each of these browsers, the legends show wasm-c, to signify that the benchmark is implemented in C and compiled to WebAssembly.

The first observation is that the best performing browser was Firefox 57, the JavaScript performance of the browser increased significantly over the Firefox 39 version for both the MacBook Pro laptop and Ubuntu Workstation. Secondly, and perhaps surprisingly, the performance of the current Chrome browser decreased compared to the performance of the older version of the browser from 2014. Some reasons for this could be attributed to the new compiler infrastructure introduced by the V8 team in the past year and perhaps the new optimizing objectives that these engines pursue.

The overall performance of JavaScript against native C versions remained within a factor of 2. The current Firefox browser has presented an overall improvement, compared to the older Firefox version. The current Chrome browser, however, has presented a decrease in overall performance compared to the older Chrome version.

---

\[3\] Due to the unavailability of the Chrome38 browser, the comparison had to be done against the developer version of the browser.
Figure 2: JavaScript Performance of the MacBook Pro 2013 laptop against native C, using the old and current versions for Chrome and Firefox

Figure 3: JavaScript Performance of Ubuntu Workstation against native C, using the old and current versions for Chrome and Firefox
5 RQ2: JavaScript versus WebAssembly

As discussed in the previous section, modern browser engines for JavaScript can perform within a factor of 2 of native C. Closing the gap further appears to be difficult due to the inherently dynamic nature and unusual semantics of JavaScript. Browsers can now also execute WebAssembly, which is a lower-level representation with clean semantics and types. Moreover, WebAssembly was built as an abstraction on top of all the major hardware architectures. This feature allows for a highly optimizable language that benefits in performance. This should be particularly true for the kinds of numeric benchmarks that we are studying. Thus, RQ2 examines how WebAssembly performs as compared to native C.

5.1 WebAssembly versus C

We first conducted experiments between WebAssembly and C with three popular browsers (i.e. Chrome 63, Firefox 57, and Safari 11) on the MacBook Pro laptop. The result of the experiments are depicted in Fig. 4. There are 5 out of 12 benchmarks in which the WebAssembly code is faster than native C code, especially for fft, where the WebAssembly code has overwhelming speedup on all three browsers. However, considering the geometric means (given as the rightmost bars), the overall performance of WebAssembly is lower than native C. The best performance of WebAssembly is on Firefox 57 whose performance is closest to C.

Figure 4: WebAssembly performance relative to C on the MacBookPro 2013.

Fig. 5 provides the geometric means for experiments on our laptop and two desktops. Values lower than 1 indicate a slowdown compared to the native C performance on the same laptop/desktop. We observed that:
• Most browsers execute WebAssembly at least 0.75x the speed of native C, except for Safari11 on the mbp2013. For the case of the mbp2013, both Chrome and Firefox give superior performance in the context of WebAssembly.

• Firefox achieved the best performance over the three platforms. Achieving even a better performance than native C on the ubuntu-deer device.

Figure 5: WebAssembly performance relative to C on the different platforms.

5.2 WebAssembly versus JavaScript

All of the major browser developers have integrated support for WebAssembly. Thus, we wanted to see what performance improvement this gives, as compared to the same browser’s JavaScript. As shown in Fig. 6, this experiment considered all device/browser combinations where the browser is capable to executing both JavaScript and WebAssembly. These platforms include:

• desktops with different OS: mbp2013, ubuntu-deer, and windows-bison;

• mobile phones from different vendors: iphone10, samsung-s8 and pixel2; and

• tablets with Android and iOS: samsung-tab-s3 and ipad-pro respectively.

The baseline in this experiment is JavaScript, thus WebAssembly is faster when its speedup is greater than 1. Clearly, WebAssembly outperforms JavaScript over all aforementioned platforms, so it is clearly beneficial for numeric programs like those in our benchmark set. Two interesting observations are:
the benefit of WebAssembly on Android devices (samsung-s8, pixel2, and samsung-tab-s3) is quite important, approaching a factor of 2x the speed of JavaScript.

• the benefit of Microsoft-Edge WebAssembly over Microsoft-Edge JavaScript is the greatest, with a speedup of over 2.5x. However, this is more due to the fact that the Edge JavaScript engine is slower, so the room for improvement is larger.

All browsers demonstrate significant performance improvements for WebAssembly, in the range of 2x speedups over the same browser’s JavaScript engine. Furthermore, WebAssembly achieves an overall performance close to 1 against native C, achieving an even greater performance for Firefox57 in the ubuntu-deer platform.

6 RQ3: Portable versus Vendor-specific Browsers

Portable browsers, such as Firefox and Chrome, are supported across a wide variety of platforms. However, vendor-specific browsers are only available on specific platforms. The Samsung Internet Browser, for instance is available for Android devices and it is based on the developer version of the Chrome browser, Chromium [12]. The question of whether vendors take advantage of their knowledge of internal hardware architectures to bring performance to their proprietary browsers presents an interesting experiment. To study this question, we have grouped the devices by vendor and compared the performance of portable browsers against that of vendor-specific browsers, in the last subsection, we dive deep into the outliers of this measurements and determine the sources of

Figure 6: WebAssembly performance relative to JavaScript on the different platforms.
inefficiencies for this browsers. In our experiments, the proprietary browsers and their vendors are as follows:

- the Safari browser for the iphone10, ipad-pro, and mbp2013;
- the Microsoft Edge browser for Windows 10 machine, windows-bison;
- the Samsung Internet browser for samsung-tab-s3 and samsung-s8; and
- the Chrome browser for the pixel2.

With the Firefox and Chrome browsers available on all platforms, we decided to compare their JavaScript and WebAssembly performance against the proprietary browser for each platform, except for the case of the Samsung Browser, where WebAssembly result is not available, as the browser lacks support for the language. The results are given in Fig. 7.

![Figure 7: Performance of browsers relative to proprietary respective browsers.](image)

6.1 Safari Browser

Starting from the left on Fig. 7, we can see that the performance of Safari11 for the iPhone X, iPad Pro, and MacBook Pro 2013, remains pretty close to that of Firefox 57 and Chrome 63, perhaps with Firefox 57 having a slightly advantage in the JavaScript front. On the other hand, for the Apple laptop, the Safari11 performance is significantly worse on both JavaScript and WebAssembly when compared to Chrome 63 and Firefox 57.
6.2 Microsoft Edge Browser

Considering the browser performance of Microsoft Edge we can see that although the JavaScript performance of the Microsoft browser is lower than that of Firefox 57 and Chrome 63, their WebAssembly performance is at par with that of the other browser, with a slight edge over the Chrome 63 browser.

6.3 Samsung Internet Browser

Both the Samsung S8 and the Samsung Tab S3, representative of the Samsung Internet browser, presented a similar behaviour for both devices, across all the benchmarks in the Ostrich Suite. This browser supports only JavaScript and it presents very similar JavaScript performance to both Firefox 57 and Chrome 63. In fact, for most of the Ostrich benchmarks, it presents an overall improvement, with the notable exception of lavamd, which was extremely slow for the Samsung browser. Table 5 exhibits the geometric means obtained by the exclusion and inclusion of the lavamd benchmark in the overall performance of the Samsung Browser.

Table 4: Geometric means of speedups for Firefox 57 and Chrome 63 relative to the Samsung Internet Browser on the two Samsung devices

<table>
<thead>
<tr>
<th>Device</th>
<th>No lavamd</th>
<th>lavender</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Chrome63-js Firefox57-js</td>
<td>Chrome63-js Firefox57-js</td>
</tr>
<tr>
<td>samsung-tab-s3</td>
<td>0.92</td>
<td>0.76</td>
</tr>
<tr>
<td>samsung-s8</td>
<td>0.85</td>
<td>0.73</td>
</tr>
</tbody>
</table>

Our detailed experimental results uncovered a bug in the Samsung JavaScript engine on one benchmark, and we also found the dramatic slowdown in the lavamd benchmark. Thus, it is clear the Samsung team has modified their engine to improve performance of their browser via different optimizations. If we exclude lavamd, the performance of the Samsung Browser is better overall compared to the other browsers, with the exception of the Firefox 57 JavaScript performance. In the last subsection, we explore the lavamd benchmark further, and report the sources of inefficiency for this benchmark in the Samsung Internet Browser.

6.4 Google Chrome OS Browser

Google’s own mobile phone, the Pixel 2, allows us to compare the performance between Chrome 63, as the proprietary browser, and Firefox 57. Fig. 7 displays a close but better performance for JavaScript but a slightly lower performance for WebAssembly.

6.5 Performance Issue - Samsung Internet Browser

The performance of JavaScript for different execution engines can vary significantly as they contain different optimization strategies. This can lead to significantly different results in performance even in engines that are similar. Exploring the performance of the Samsung Internet Browser, we found the lavamd benchmark performance to be wildly different as compared to the other engines.
Fig. 8 presents the key code from the body of the hot loop of the original lavamd JavaScript implementation. In the main loop computation, the JavaScript benchmark is implemented via an update of a JavaScript object with four fields \(v, x, y, z\).

```javascript
/* fv is an object list; One object has four fields v, x, y, z */
fv[first_i+i].v += qv[first_j+j]*vij;
fv[first_i+i].x += qv[first_j+j]*fxij;
fv[first_i+i].y += qv[first_j+j]*fyij;
fv[first_i+i].z += qv[first_j+j]*fzij;
```

Figure 8: The core code in the JavaScript implementation of lavamd.

We created a second version of this benchmark, replacing the array of objects with four typed JavaScript arrays. We compared the performance of the two versions on the different browsers, as shown in Table 5. By replacing this object implementation with four typed JavaScript arrays we saw an overall speedup of over 13x for the Samsung browser, but not for the other browsers, which actually gave better performance on the object version of the benchmark. Thus, the Samsung optimizer seems tuned to produce good code for flat arrays, but does not do well on arrays of objects. Despite the bad performance in this benchmark, the overall performance of the Samsung Browser was excellent, compared to both Firefox 57 and Chrome 63. This highlights how different optimization strategies give very good results on certain computations, but prove costly for other types of operations.

Table 5: Performance results for two versions of lavamd

<table>
<thead>
<tr>
<th>Browsers</th>
<th>Objects</th>
<th>Arrays</th>
<th>Ratio</th>
</tr>
</thead>
<tbody>
<tr>
<td>Samsung Internet</td>
<td>77.9s</td>
<td>5.80s</td>
<td>13.4x</td>
</tr>
<tr>
<td>Firefox 57</td>
<td>2.97s</td>
<td>6.79s</td>
<td>0.44x</td>
</tr>
<tr>
<td>Chrome 63</td>
<td>4.95s</td>
<td>6.47s</td>
<td>0.77x</td>
</tr>
</tbody>
</table>

In general the performance of the proprietary browsers is close for all the mobile and tablet devices, while presenting some differences in the windows-bison workstation and the mbp2013 laptop, where the proprietary browsers are performing worse overall. Therefore no clear trend of vendors taking advantage of their hardware architecture knowledge has been found.

7 RQ4: Server-side Node.js versus Client-side Browsers

Since its debut in 2010, Node.js, has grown in popularity as a server side, event-driven language. This event-driven nature, coupled with having the same language at both client and server sides, allowed Node.js to fit naturally with the client and server interaction and become a sought after language for server backends with companies such as LinkedIn, Netflix, PayPal, and Uber implementing their backend in Node.js.

Moreover, Node.js has become increasingly popular as the language for IoT and single board computers, for similar reasons [26, 28]. As has been suggested, [43] numerical computing in this sort of devices will become increasingly important as the awareness of privacy for personal information increases. As such, RQ4, dives deep into the performance of server side JavaScript and WebAssembly
comparing firstly against the native performance and secondly, against the corresponding browsers for the workstations, laptop and the raspberry-pi.

### 7.1 Node.js versus C

Server code must be inherently fast, in order to respond to the demand of incoming requests that could potentially be serving thousands of users at a time. Moreover, in the context of numerical computing, many numerical libraries are implemented in C and C++ to provide performance, making this comparison an interesting question. In this subsection, we explored the relative performance of Node.js against their native C counterpart.

The Node.js versions, platforms, and GCC versions used for each platform are stated in Table 2. Fig. 9 displays the geometric means for speedup of server WebAssembly and JavaScript relative to C for each corresponding platform. As usual, a bar below 1 means the JavaScript/WebAssembly code is slower than the C version.

In all cases the WebAssembly version is much better than the JavaScript version, and for most cases the WebAssembly version is approaching the performance of native C. The best WebAssembly Node.js version achieved a speedup of 0.81 performance against native C. On the other hand, for JavaScript the best overall geometric mean obtained was of 0.45 versus native C. We note that the Node.js performance of ubuntu-deer seems poorer than expected, and as indicated in our future work discussion, we are continuing to examine this issue.

![Figure 9: Performance of Node.js in different workstations relative to C.](image-url)
7.2 Node.js versus Browsers

The second part of this question, studies the numerical performance of Node.js against the browsers for each platform. Table 6 contains the results of Node.js speedups relative to the corresponding browser.

Table 6: Browser speedup performance relative to their respective WebAssembly and JavaScript Node.js versions for each device.

<table>
<thead>
<tr>
<th>Device</th>
<th>Chrome63-js</th>
<th>Chrome63-wasm-c</th>
<th>Firefox57-js</th>
<th>Firefox57-wasm-c</th>
<th>Safari11-js</th>
<th>Safari11-wasm-c</th>
<th>Microsoft-Edge-js</th>
<th>Microsoft-Edge-wasm-c</th>
<th>Chromium56-js</th>
</tr>
</thead>
<tbody>
<tr>
<td>mbp2013</td>
<td>1</td>
<td>1</td>
<td>0.9</td>
<td>0.9</td>
<td>1.2</td>
<td>1.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>windows-bison</td>
<td>1</td>
<td>1.1</td>
<td>0.9</td>
<td>1</td>
<td>-</td>
<td>-</td>
<td>1.5</td>
<td>1.1</td>
<td>-</td>
</tr>
<tr>
<td>ubuntu-deer</td>
<td>0.6</td>
<td>0.5</td>
<td>0.4</td>
<td>0.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
<tr>
<td>raspberry-pi</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.1</td>
</tr>
</tbody>
</table>

Given the best performing browsers, Firefox 57, and Chrome 63, we can see that the results of these speedups are fairly close for both WebAssembly and JavaScript, indicating the performance of server-side Node.js as being really close to the best performing client-side browsers. Server-side Node.js performance was slightly better than the Safari 11 and Microsoft Edge browsers.

The exception is the ubuntu-deer machine, where the performance of the browsers is better by more than a factor of 2. Further exploration of this result is required to fully understand the slow performance of Node.js in the ubuntu-deer machine and will be part of our future work.

Node.js was overall slower than native C code for both JavaScript and WebAssembly, although the best WebAssembly gave reasonable performance of 0.8 the speed of native C. Server-side Node.js matched the best browser performance for both JavaScript and WebAssembly for all the devices, except for the ubuntu-deer device.

8 RQ5: Best Performers

In this last section, we finalize the results by making a comparison of all devices, against a common baseline. As the baseline we have chosen the Raspberry Pi native C performance, as it is the lowest performing device, and it allows to look at the factor speedups more easily. Table 7 shows the results of this experiment. The last row of the table, shows the overall arithmetic mean of all devices for both the Firefox57 and Chrome63 browsers. The last two columns on the table, present the mean WebAssembly and JavaScript performance of each device, and the overall web performance for the device along all browsers explored for it.

The best performing browser for numerical computations based on the Ostrich Suite is the new, upgraded, Firefox Quantum version 57 for both JavaScript and WebAssembly. In terms of the best
Table 7: Device performance across environments using the native C raspberry pi implementation as baseline for geometric means.

<table>
<thead>
<tr>
<th>Device</th>
<th>chrome63-wasm-c</th>
<th>chrome63-js</th>
<th>chromium56-js</th>
<th>firefox57-wasm-c</th>
<th>firefox57-js</th>
<th>safari11-wasm-c</th>
<th>safari11-js</th>
<th>microsoft-edge-wasm-c</th>
<th>microsoft-edge-js</th>
<th>samsung-internet-js</th>
<th>mean-wasm</th>
<th>mean-js</th>
</tr>
</thead>
<tbody>
<tr>
<td>iphone10</td>
<td>8.1</td>
<td>5.3</td>
<td>-</td>
<td>8.1</td>
<td>5.4</td>
<td>8.1</td>
<td>5.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>8.1</td>
<td>5.3</td>
</tr>
<tr>
<td>samsung-s8</td>
<td>3.3</td>
<td>2</td>
<td>-</td>
<td>3.6</td>
<td>1.9</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.9</td>
<td>3.4</td>
<td>1.9</td>
</tr>
<tr>
<td>pixel2</td>
<td>3.4</td>
<td>2.1</td>
<td>-</td>
<td>3.7</td>
<td>2</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>3.6</td>
<td>2</td>
</tr>
<tr>
<td>ipad-pro</td>
<td>5.1</td>
<td>3.5</td>
<td>-</td>
<td>5.1</td>
<td>3.7</td>
<td>5.1</td>
<td>3.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>5.1</td>
<td>3.6</td>
</tr>
<tr>
<td>samsung-tab-s3</td>
<td>2.1</td>
<td>1.4</td>
<td>-</td>
<td>2.3</td>
<td>1.3</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>1.2</td>
<td>2.2</td>
<td>1.3</td>
</tr>
<tr>
<td>mbp2013</td>
<td>7.9</td>
<td>4.3</td>
<td>-</td>
<td>8.7</td>
<td>4.7</td>
<td>5.7</td>
<td>3.5</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>7.4</td>
<td>4.2</td>
</tr>
<tr>
<td>ubuntu-deer</td>
<td>8.9</td>
<td>4.4</td>
<td>-</td>
<td>10.8</td>
<td>6.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>9.9</td>
<td>5.4</td>
</tr>
<tr>
<td>windows-bison</td>
<td>8.5</td>
<td>5</td>
<td>-</td>
<td>9.4</td>
<td>5.9</td>
<td>-</td>
<td>8.7</td>
<td>3.3</td>
<td>-</td>
<td>8.9</td>
<td>4.7</td>
<td></td>
</tr>
<tr>
<td>raspberry-pi</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>0.4</td>
</tr>
<tr>
<td><strong>mean</strong></td>
<td><strong>5.9</strong></td>
<td><strong>3.5</strong></td>
<td><strong>6.5</strong></td>
<td><strong>3.9</strong></td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
<td><strong>-</strong></td>
</tr>
</tbody>
</table>

devices, the two workstations are first, as expected, followed by the new iPhone 10, which surprisingly comes before the MacBook Pro laptop from 2013. This illustrates the power of modern mobile devices and the excellent performance of the Apple device powered by their A11 chip. The order of the next performers is mostly as expected, with the iPad Pro coming next, for both JavaScript and WebAssembly, followed by the Samsung S8 and Pixel 2 devices, where the performance was rather close. Surprisingly, the Samsung Tab S3 tablet came after the smartphones. Last but not least, as expected, the low powered Raspberry Pi model 3.

The best overall browser performance was by the Firefox 57 browser, the order of device performance has the two workstations first, surprisingly followed by the iPhone 10, the rest of the order is: MacBook Pro 2013 laptop, iPad Pro, Samsung S8, Pixel 2, Samsung Tab S3 and lastly, Raspberry Pi Model B.

9 Conclusions and Future Work

In this paper we addressed five major research questions which examined the current performance of JavaScript and WebAssembly on both the client-side web browsers and the server-side Node.js. These research questions seek to determine how well these technologies perform for numerical computations.

We have studied a wide range of devices including workstations and laptops, mobile devices including state-of-the-art smartphones and tablets, and the Raspberry Pi as representative of an IoT device. In order to perform standardized experiments, we designed and implemented a platform for performing the experiments using a central benchmark repository based on the Wu-Wei version of the Ostrich
benchmark suite, and an architecture for deploying on our wide range of target architectures, including mobile devices.

Our first research question examined the performance of new versus old JavaScript browser technologies on our numerical benchmark set. Given that both browsers have undergone major changes in recent years, and that they now also consider other factors for optimization, such as start-up speed and responsiveness, this research question is quite relevant. For our benchmarks, compared to the technology from 2014, the performance of current Chrome browser appears slightly slower, whereas the current Firefox browser is slightly faster. In both cases the results are still within a 2x slow down over native C, which remains quite impressive.

Our second research question addressed the impact of the new WebAssembly technology, that has been incorporated into most of the major browsers. For our numerical benchmark set we found that WebAssembly provides excellent performance, with WebAssembly in Firefox nearing the performance of native C, for our numerical benchmark set. All browsers which incorporated WebAssembly technology showed impressive gains over their JavaScript engines. Thus, it would appear that WebAssembly is very important for the future of efficient numeric computations on the web.

Our third research question looked at the relative performance of portable (Firefox and Chrome) browsers versus OS-specific browsers (Samsung Internet Browser, Microsoft Edge and Safari). One might expect that OS-specific browsers would outperform portable browsers when applied to their target OS. However, this was not the case. Both Chrome and Firefox outperformed Microsoft Edge, and performed slightly better or similarly to Safari and Samsung Internet Browser.

Our fourth research question investigated the relative performance of server-side Node.js versus client side browsers, for both JavaScript and WebAssembly. We expected to find that server-side Node.js would perform similarly or better than the browser. This was the case when comparing against most browsers, but we found that the Firefox browser was significantly faster than the equivalent Node.js. Since this was so surprising, we revisited this experiment several times, and will continue to explore why this is the case.

Our final research question compared all the devices and browser and Node.js technologies. We normalized everything to the execution speed of native code C of on our slowest device, the Raspberry Pi. A value greater than 1 indicates a better score. As expected, the laptop and workstations scored highly with mean scores of 4 to 5.5 for JavaScript and scores of 7.4 to 8.9 for WebAssembly. Also, as expected, the lowest score was 0.4 for JavaScript on the Raspberry Pi. The big surprise to us was that the iPhone X performed in the same range as the workstations and laptop. The other mobile devices performed somewhat as expected, in the midrange between the Raspberry Pi and the workstations. From the browser perspective, over all the devices, Firefox and Chrome with WebAssembly were both excellent performers, with average scores of 6.5 and 5.9 respectively.

We will make our raw data and experimental setup available (see additional material), and we hope that our results, and the experimental setup will be useful for both compiler developers and for those who would like to implement numeric computations on the web. Our results show that good performance can be achieved for numeric benchmarks, and excellent performance can be achieved with WebAssembly.

We intend to continue our work by extending our benchmark set to include a variety of machine learning benchmarks. We believe that exploiting all of the computing power available on mobile devices could be very interesting in this field. We will also develop some core computations that can
be used to expose the major differences in optimizations in different browsers, so that all browser engines can use this information to provide improved performance.
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